
Research Talk

Graph Partatioing Clustering with User-Specfied 
Relative Density

Ms. Rohi Tariq (Ph.D student)
Research Advisors: Assoc. Prof. Dr. Kittichai Lavangnananda , 

Assoc. Prof . Dr. Pascal Bouvry, Assoc. Prof. Dr. Pornchai Mongkolnam

School of Information Technology
King Mongkut’s University of

Technology Thonburi

February 1, 2023



• Graph Clustering Algorithms Categorization
• Graph Clustering Quality Evaluation Metrics Categorization 

Based on Internal and External Connectivity 

• Graph Clustering Algorithm Based on Clique Strategy                    
1.  Algorithm-1 Cliques Determination
2.  Algorithm-2 Clusters Determination

• Metric Mean Relative Density Deviation Coefficient (MRDDC)
• Experimental Results (Real-world Networks)
• Algorithm Effectiveness and Process Evaluation
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Graph Clustering Algorithms Categorization
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Graph Clustering Quality Metrics  Categorization



Relative Density Metric/ User-Specified Relative Density 𝑈(𝛿!)

𝐄𝐪𝐮𝐚𝐭𝐢𝐨𝐧 = 𝑪𝒊(𝜹𝒓) =
∑𝒗∈𝑪𝒊 𝒊𝒏𝒕𝒅𝒆𝒈(𝒗)

∑𝒗∈𝑪𝒊 𝒊𝒏𝒕𝒅𝒆𝒈(𝒗)*𝒆𝒙𝒕𝒅𝒆𝒈(𝑪𝒊)
(Value ranges from 0 to 1)

Phase 1: Algorithm-1 à Cliques Determination in Graph (G)

Input : Connected Un-weighted and Un-directed Graph

• Spanning Tree
• Fundamental Cycles
Outcome à Cliques (Triangles) and their associated degrees detection

Phase 2: Algorithm-2 àCluster Determination

• User-Specified Relative Density 𝑈(𝛿!)
• Connected Un-weighted and Un-directed Graph, Clique List
Outcome à Clusters with equal or Closer to the user desired Density 𝑈(𝛿!)
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Graph Clustering Algorithm Based on 
Clique Strategy 
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Algorithm Illustration with a Simple Random Graph Example

Input: Random Graph

V =  12
E =  19
Traingles  =  7
𝑼(𝜹𝒓) = 0.45
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• 8 Real-world networks have 
been experimented with in 
this study

• Diverse properties and 
connectivity structures. 

1. Zachary's Karate Club
2. American College Football
3. US-Grid Power Network
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Depicts the relative 
frequency distribution of 8 
real-world networks which 
tell us about the  
characteristic's 
comprehension. (𝑝") is 
relative frequency and can 
also be thought of as a 
probability, the likelihood 
that a node has a degree of 
exactly k.  𝑛" represents 
the number of nodes with
degree 𝑘 , and n is the 
count of nodes in a graph. 
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Connectivity structures and Degree 
Distribution of the networks
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Results (Real-world Networks)

• Real structures of three networks: (a) Zachary's Karate Club, (b) American 
College Football, and (c) US Grid Power. 

• The average degree of connectivity is 4.5, 10.8, and 2.7 respectively.
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Results (Real-world Networks):

Clustering results with a 𝑼(𝜹𝒓) value of 0.4

Identified 4 Clusters                   Identified 12  Clusters                         Identified  180 Clusters
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Results (Real-world Networks):

Clustering results with a 𝑼(𝜹𝒓) value of 0.6

Identified 3 Clusters                   Identified 4 Clusters                         Identified  84 Clusters
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Results (Real-world Networks)
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• 𝑼(𝜹𝒓) value of 0.4

• Graph structural and 
clustering type impact on 
cluster size with respect to 
number of nodes.

S
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• 𝑼(𝜹𝒓) value of 0.6

• Graph Structural and 
clustering type impact on 
cluster size with respect to 
number of nodes.

S



Algorithm Effectiveness and Process Evaluation with 
the Existing Quality Metrics:

• Clustering Results 
Evaluation based 
on External
Connectivity
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• Clustering Results 
Evaluation based 
on Internal 
Connectivity



Algorithm Effectiveness and Process Evaluation:
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• Clustering Results 
Evaluation based 
on Internal 
Connectivity



Algorithm Effectiveness and Process Evaluation:
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• Clustering Results Evaluation 
based on External Connectivity
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Proposed Quality Metric Mean Relative Density Deviation 
Coefficient (MRDDC):
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Proposed Quality Metric Mean Relative Density Deviation 
Coefficient (MRDDC):

The algorithm is not sensitive to 
structural characteristics variations in 
the inputs and can still produce 
meaningful results under a wide range 
of conditions.
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Continuation of Prior Work

• Overlapping Clustering 
• Hierarchal Clustering 

2: Edge-based Clustering
• Partitioning Clustering 
• Overlapping Clustering 
• Hierarchal Clustering 
3: Algorithm Sensitivity



Thank You 
Q/A


